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ABSTRACT 

In the development of the banking business, credit issues remain interesting to study and 

uncover. Most of the problems occur not in the system implemented by the bank, but the 

problem occurs precisely in the human resources who manage credit, either in their relationship 

with consumers or in errors on the part of the bank which mispredicts in assessing consumers 

who apply for credit. Several studies in the computer field have been carried out to reduce 

credit risk which causes losses to the company. In this study, a comparison of the Naive Bayes, 

C4.5 and KNN algorithms was carried out which was applied to consumer data that received 

credit eligibility for good and bad customers. The best prediction results are nave Bayes with 

an accuracy of 95.95% and an AUC of 0.974. The results of this classification are implemented 

in the form of a website-based application that can be used to facilitate related parties in the 

credit scoring system. 
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1. INTRODUCTION 

In distributing credit funds, the bank finds that there are several loans that are said to be  

substandard or bad credit which will then affect the provision of further credit or can also affect 

the bank's ability to channel credit. One way that the Bank Jabar can do to prevent bad credit 

is by knowing the quality of credit early on.  Classification is a data mining technique that 

examines the behavior and attributes of a group of data. This method can classify new data 

with data that has been classified and generate a number of rules/patterns. The decision tree is 

an example of an easy and popular classification because it is easy to implement. Using  

classification  method on credit customer data, it is expected to be able to predict the type of 

credit and reduce the number of bad loans. So that the results of this study are expected to be 

used by Bank Jabar to determine the classification of customer data that is classified as current 

or not and reduce the number of bad loans, and implementation into the application.  

In banking, credit scoring uses machine learning technology primarily to predict the credit 

status of prospective customers to reduce losses caused by credit defaults. Credit assessment 

with machine learning is carried out by helping credit or banking institutions find important 
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attributes that affect credit status, potential customers, then conduct an assessment of potential 

customers based on important attributes so that the level of bad loans can be reduced (Zhang, 

Yang, & Zhou, 2018). In this study, we conducted a credit analysis by digging up existing data 

on credit customer data based on their attributes using data mining techniques with the C4.5, 

Naive Bayes and K-NN. Application of the C4.5 Agorithm to analyze the feasibility of 

providing customer credit, in this case, the examiner compares the test with 8 attributes and 9 

attributes to find the highest level of accuracy. Prediction of bad credit through customer 

behavior in savings and loan cooperatives by using the C4.5 classification technique.  

This research was conducted by reviewing several previous studies related to research methods 

and objects. Research conducted by (Sucipto, 2015) predicts the occurrence of bad loans 

through customer behavior using classifier C4.5, using sample data from 1312 cooperative 

customers resulting in an accuracy value of 91.05%. Comparison of C4.5 Data Mining 

Algorithms with Naive Bayes for Evaluation of Crediting. In research on lending decision 

analysis, we compare the C4.5 algorithm with Naive Bayes to find out which results from 

processing the data sets of the two algorithms are more accurate and better. The results obtained 

for the same data set, the accuracy obtained in Algorithm C4.5 was 88.90% while Naive Bayes 

obtained an accuracy of 80.00% (Siti, 2016). Research by (Li, 2009) the classification method 

with KNN is an effective method for classifying credit. This method has been used in various 

real-world applications with success. 

2. THEORY  

2.1. Data Mining  

Data mining is the process of analyzing data with an emphasis on finding hidden information 

in large amounts of data stored when running a company's business. Data mining technique is 

an information extraction process to explore knowledge (knowledge discovery) and find 

patterns (pattern recognition) in piles of data in databases which are usually large-scale. 

(Larose, 2007). An information extraction process to explore knowledge (knowledge 

discovery) and find patterns (pattern recognition) in large-scale databases is a data mining 

technique (Larose, 2007). In knowledge mining and data analysis, methods are needed to find 

patterns or patterns that have meaning. The methods used in data mining are description, 

estimation, prediction, classification, clustering, and association (Kusrini, 2015). 

2.2. Credit Scoring 

An important part of the credit risk management system is the process of assessing potential 

customers, this is done at financial institutions to predict the risk of loan applications. This 

process often relies on statistics that estimate account information from applications and 

customers also consider the possibility of default. In this time, the approach to customer scores 

was replaced or combined with an automated approach using machine learning (Jung, Thomas, 

& So, 2015) (Kennedy, Namee, & Delany, 2013). Borrowing process, bad credit often occurs, 

which until now has not been resolved. The cause of this problem could be due to weak analysis 

of potential customers who will borrow money. Because an analysis accuracy is important in 

determining the feasibility level of a prospective customer to be approved or not to borrow the 

funds. Here the author tries to do research on credit classification at Bank Jabar, in order to 
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help the management of Bank Jabar Parung Panjang in determining the feasibility level of 

customers in borrowing loan money. 

Data mining techniques are used to provide a model so that the bank is quick in making 

decisions for customers who are entitled to be given credit or rejected. With several 

classification algorithms tested on the training data, a C4.5 algorithm classification model is 

given which has the highest accuracy value. After being implemented on the test data, it is 

obtained the customer's decision which is rejected and the credit is accepted. To determine 

quickly and reduce the risk in "bad credit" in lending, it is necessary to analyze the training 

data patterns from existing customers to extract knowledge in the form of decision trees or 

rules that are easy to understand, so that the bank is easy to determine which credit is rejected 

or credit. the application received is based on the processed data. 

2.3. Algorithm C4.5 

One of the algorithms used for solving classification problems in data mining. C4.5 is an 

algorithm used to build a decision tree from data. C4.5 is a development of the ID3 algorithm 

which is also an algorithm for building a decision tree. Algorithm C4.5 recursively visits each 

decision node, selecting the optimal branch, until no more branches are possible (Larose, 2007). 

C4.5 is one of the algorithms in the decision tree. The building of tree is conducted by gain 

values of every feature. C4.5 is the development of ID3, using modifications of the information 

gain known as the gain ratio, which is used to overcome bias (Karegowda, Manjunath, Ratio, 

& Evaluation, 2010). In C4.5 algorithm, selecting the node as root is conducted based on the 

highest gain values from all of the features. The gain value is obtained by calculating the 

entropy  (Muslim, Nurzahputra, & Prasetiyo, 2018). 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) =  ∑ − 𝑝𝑖
𝑛
𝑖=1 𝑙𝑜𝑔2(𝑝𝑖) ………………………. (1) 

After calculating the entropy, calculate the gain value by using the result of entropy (2). The 

calculating is conducted until all the features became node in tree.  

𝐺𝑎𝑖𝑛(𝑆, 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) − ∑
|𝑆𝑖|

|𝑆|
𝑛
𝑖=1 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆𝑖)    …… (2) 

2.4. Naive Bayes 

The Naive Bayes (NB) is a The probabilistic classification method works with the assumption 

that all variables used are independent except for the target variable. This algorithm uses a 

parametric and probabilistic approach. This classification technique has Bayes rule to calculate 

the probability of class label Ci with all Aj attributes and predicts the class with the highest 

probability (Twala, 2010). Bayesian classification is also known as Naïve Bayes, which has 

comparable capabilities to decision trees and neural networks (Han & Kamber, 2006). Bayes 

classification is a statistical classification that can be used to predict the probability of 

membership of a class (Kusrini, 2009). Naive Bayes is a simple probability classifier that 

applies Bayes' Theorem with a high independence assumption (Telaumbanua & Kurniawati, 

2022).   
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2.5. K-Nearest Neighbor  

K-Nearest Neighboring (KNN) is a nonparametric classifier and has been applied in various 

classification problems (Peterson, Doom, & Raymer, 2005). Distance measurements are used 

by KNN classifiers to make predictions without building a model. The prediction for a new 

instance is given by most of the environment class labels in the training data. Find the nearest 

neighbor in the training data and use adjacent categories to determine the class of the given 

input. The training phase of the KNN classifier consists of storing the feature vectors and class 

labels of the training patterns. During the actual classification phase, the same properties as 

before were calculated for the specimens of the unknown class. The distance from the new 

vector to all stored vectors is calculated and the next sample is selected. The predicted new 

point includes the most numerous classes in the set (Feng-Chia Li, 2009).  This algorithm is 

also a lazy learning technique. KNN is done by looking for groups of objects in the training 

data that are closest (similar) to objects in the new data or data testing (Wu, 2009). 

3. METHOD 

 
Figure 1. Proposed Method 

Guidelines for creditworthiness and assessment indicators are used as the basis for granting 

credit from the head of the Bank Jabar branch. Determination of creditworthiness is currently 

still using conventional feasibility analysis based on the decision of the head of the Bank Jabar 

branch. Bank Jabar   team conducted a survey to customers to see the customer's financial 

condition and analyze whether the customer had a problem or gap which would later be 

classified by comparing the C4.5, Naive Bayes and KNN methods. After testing using 

rapidminer tools, the results of the greatest accuracy will later be used to build a decision 

support system that is obtained is creditworthiness. 

4. RESULTS AND DISCUSSION 

In this work, the 866 data is divided into two parts, 766 is used for training data and 100 is used 

for testing data. Testing data as many as 866 and attributes consisting of 9 attributes. To verify 

the feasibility and feasibility of the credit model using C 4.5, Naive Bayes, and KNN, using a 

customer data set provided by the Bank Jabar Banten. Each bank customer in the data set 

contains: nine predictor variables, namely, id, gender, age, number of credits, term, number of 

installments, type of credit, nominative balance, and credit status (good or bad) as labels. Our 

data was obtained from the Bank Jabar Banten, several selections are made to produce the 

required data, the stages are:  

 



  
Heriyanto et.al, Applied of Classification Technique in Data Mining 

 

101 

 

1) Data Cleanup : to clean empty value or empty tuples. For example the attribute of arrears 

of fines. 

2) Data Integration : which functions to unite different storage places into one data. In this 

case, there is only one place to store data, namely the customer's credit status. 

3) Data reduction : the number of attributes used may be too large, from 9 attributes used 

only 5 required attributes consisting of 4 predictor attributes and 1 objective attribute, and 

attributes that are not needed will be deleted. 

4) Modeling : the computing approach in this study was chosen based on a literature study 

on algorithm, namely C 4.5 which is able to classify current and credit credit status 

congested. 

5) Analysis and evaluation pattern : the algorithm that has been developed in this research 

will be applied to the creditworthiness data through a simulation model. 80% of the data 

will be used as training data and 20% of the data will be used as checking or testing data. 

Table 1. List of variables in dataset. 

Variable Description Rows Measurement Level 

Name Insert Text 

Id Insert Number 

Gender Insert Choice  

Age Insert Number 

Number Of Credits Insert Number 

Term Insert Text 

Number Of 

Installments 

Insert Number 

Type Of Credit Insert Number 

Nominative Balance Insert Number 

Credit Status Output Binary 

The cleaned training data will be processed using Rapidminer and modeled with C4.5, Naive 

Bayes and KNN to obtain a classification of customer creditworthiness data. From the results 

of testing data using Rapidminer, the highest results obtained from the Accuracy of testing the 

Naive Bayes 95.95% with an AUC of 0.974 which is categorized as very good. The accuracy 

obtained from KNN is 87.34% with an AUC of 0.958. For the C4.5, the accuracy results are 

still low at 71.36% with an AUC of 0.645 which is categorized as poor. And the following is a 

detailed comparison table of the Naive Bayes and C4.5 algorithms in determining 

creditworthiness. After the modeling has been carried out, it will be implemented into the 

development of a credit decision support system using a web programming. 

Table 2.  Model Comparison 

 

 

 

 

 

Creterion Naive 

Bayes 

C4.5 K-NN 

Accuracy 95.95% 71.13% 87.34% 

Precision 89.08% 100.00%  100.00%  

Recall 97.14%  0.40%  53.81%  

AUC(optimistic) 0.974  1.000  1.000  

AUC 0.974  0.500  0.958  

AUC(pessimistic)  0.974  0.004  0.916  
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Implementation 

After we tested the dataset using the classification algorithm, namely C4.5, Naive Bayes and K-

NN and it was found that the highest accuracy was Naive Bayes with 95, 95%. We implemented 

the algorithm into an application called Bank Jabar credit classification. The implementation of 

the program uses a web programming framework. This information system can be used by Bank 

Jabar to predict customers who will apply for credit loans whether these customers are 

creditworthy or not and can be used as a decision support system for Bank Jabar  in determining 

lending. The image below is a dashboard display in figure 2 where users can input customer 

data one by one or if the user wants to predict large amounts of customer data, they can use the 

import data feature in excel format.  

 
Figure 2. Dashboard Data Input 

In figure 3, based on the inputted data, the Bank Jabarcredit classification system is able to 

display the prediction results of customer data with good and bad status. This program is very 

useful for Bank Jabar to predict which customers will apply for credit.  

 
Figure 2. Display of Prediction 

5. CONCLUSIONS AND SUGGESTIONS 

In this study, a classification test was carried out using the C4.5, Naive Bayes and K-NN 

algorithms on customer data to assess creditworthiness. Then the results are compared to find 

out the best algorithm in determining credit risk. To measure the performance of the three 
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algorithms, the Cross Validation, Confusion Matrix and ROC Curve testing methods are used. 

It is known that the Naive Bayes algorithm has the highest accuracy and AUC values, followed 

by the K-NN method, and the lowest. Method C4.5 Naive Bayes implementation is a fairly 

good method for classifying data with an accuracy of 95.95% and an AUC of 0.974. The Naive 

Bayes algorithm can provide a solution to the problem of determining a customer’s eligibility 

to receive credit or not. We implemented the results of testing the three algorithms into Bank 

Jabar’s creditworthiness classification information system which can be used to help support 

Bank Jabar’s decision to provide customer credit. 
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